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Signal Processing for Heart Rate
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Abstract: Over the last century, it has been established that the shapes and
Jirequencies of ECG waves can reveal abnormalities in the heart’s anatomy or
JSunction. Beyond the peaks and valleys of an ECG recording, there lies a treasure
of information about the heart rate patterns that can identify patients at high
risk of autonomic disorders and cardiac problems. The heart rate variability
(HRV) is a reliable reflection of many physiological factors modulating the normal
rhythm of heart, provides a powerful means of observing the interplay between
the sympathetic and parasympathetic nervous systems. Despite the intensive
research efforts, clinical use of cardiovascular variab itity analysis is still limited,
as a number of topics remain relatively unresolved. This is largely due to the
general complexity of the human physiology that is reflected in the signals. This
complexity gives rise to large inter-subject variability and disposes the signal to
measurement artifacts and noise due to other physiological activities. The most
influencing biological artifacts in ECG recording are the ectopic beats. This
paper gives a comprehensive survey and general backgrounds of research and
development of time-domain and frequency-domain analysis techniques of HRV
and the advancements in the methods used for ectopic beat replacement. Moreover,
currently there is considerable interest in the possibility of measuring baroreflex
sensitivity (BRS) by noninvasive methods to improve the clinical applicability

and versatility of BRS assessment. The present study also shed light on the various
approaches to analyze BRS.

Keywords: HRV, Lomb transform, Ectopic beats, BRS, Spectral analysis

!

1. Introduction

J.

Endogenous biomedical signals from phySiological

analysis, serving as a vital noninvasive indicator of
cardiovascular and autonomic system function, with
direct connections to respiratory, central nervous and

systems are acquired for a number of reasons including
diagnosis, post surgical intensive care monitoring,
neonatal monitoring, guide therapy and research etc.
The pattern of variability of these physiological signals
contains the valuable information about the physiological
system, representing an important means for clinical
diagnosis. The science of variability has been developed

from inter-disciplinary work of mathematicians,
. physicians and clinicians.

31)

HRYV refers to the beat-to-beat alterations in heart
rate and a decrease in its value or abnormalities in its
patterns have been used as a measure for predicting the
future coronary events. Thus, variability present in the
time-intervals between R-wave peaks in the ECG, serves
as a means for exposing cardiac dysfunction. It is
thought that the HRV is the result of interaction among
complex feedback mechanisms in the cardiovascular
system. Therefore, as the feedback mechanisms are
degarded by diseases, the HRV diminishes. Now a day,
HRYV has become a central topic in physiological signal

f

metabolic dynamics. During the past 30 years, a medline’
search reveals more than 12000 papers on different
aspects on HRYV, covering physiological modeling and
interpretation, diagnostic tools in major pathological
states such as ischemia and myocardial infraction, heart
failure, hypertension, diabetics and other pathologic
involving autonomic and central nervous system, in
ambulatory patient monitoring in intensive care unit and
anesthesia level measurement, in sports and space
medicine as well as for the detections of stress level
and environment effect. The clinical relevance of HRV
was first appreciated in 1965 when Hon and Lee [1]
noted that fetal distress was preceded by alterations in
interbeat intervals before any appreciable change
occurred in the heart rate itself. Burton and Taylor [2]
completed the foundation for the analysis of the short-
term cardiovascular variability in 1940, with the
discovery of the third main oscillatory component, with
a period slower than 0.05 Hz. In the last three decades,
the easy access to powerful computers has brought
about a revolutionary change in computing powers and
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the hypothesis arose that cardiovascular rhythms might
be capable of providing quantitative markers of
cardiovascular control mechanisms [3]-[7]. Although
patterns of HRV hold considerable promise for clarifying
issues in clinical applications, the inappropriate
quantification and interpretation of these patterns may
obscure critical issues or relationships and may impede
rather than foster the development of clinical
applications. ESC & NASPE Task Force was created
and charged with reviewing the problems of
HRV measurement, physiologic interpretation, and
clinical use[1]. HRV related cardiological issues reiterate
the significance of HRV in assessing the
cardiac heath [5],(8]-[13].

One of the traditional methods to quantify the
overall variability of heart rate is the time-domain
method [1],[14]-[16]. Goldberger er al. [17] and
Mikikallio et al. [18] suggests that the time domain
measures cannot detect subtle changes in heart rate
dynamics and are suitable only for long-term recordings.
In recent studies, low SDNN (standard deviation of the
average RR intervals) has shown to predict mortality in
post-acute myocardial infracted patients [15],[19]-[20].

Kitney and Rompleman [21],[22] described the
thermoregulatory influence on HRV reflected in very
low frequency-band. Akselrod ef al. [5] reported that
HRV power spectrum reflect beat-to-beat cardiovascular
control. DeBoer et al- [23] evaluated the interval
spectrum and spectrum of counts and established their
equivalence for HRV. Berger et al. [24] proposed an
improved algorithm for the derivation of a heart rate
signal from the ECG. Shin et al. [25] explored the HRV
by using complex demodulation. Bianchi er al. [26]
described time-variant power spectrum analysis for the
detection fo transient episodes, in HRV signal. Kamath
and Fallen [27] presented a detailed literature review on
methodological issues relevant to signal processing,
computational and clinical applications of power
spectrum analysis of HRV. Paraii ef al. [28] presented a
critical appraisal of the commonly used spectral analysis
techniques and they also provided an insight into the
problems that affect the physiological and clinical
interpretations of the data provided by spectral analysis
of BP and HRV. Clayton ef al, [29]-compares the
autoregressive and Fourier transforms based techniques

for estimating RR-interval spectra. Attapattu and

Mitrani [30] suggested a telemedicine application to
remotely track the HRV of patients in a clinical research
environment. Persson ef al, [31] used time and
frequency domain techniques for accessing BRSand Di
Reinzo er al. [32] examined the advancements in
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estimating the baroreflex function. Boardman et al. £33]
proposed an optimum model order not less that p=16,
of autoregressive models for HRV.. Nazeran
et al. [34],[35] uses time and frequency dome.nn methods
for the analysis of HRV signal for the detection of sleep
disordered breathing in children and developed a user
friendly integrated software for tl?e same. Singh
et al. [36] studied the effects of RR-interval segment
duration on HRV spectrum estimation and proposes Fhe
segment length of 256 samples with _50% overlapping
and they further proposed the sampling frequency (?f
4 Hz of the RR-interval time series for spectral analysis
of HRV [37] and the same group [38] proposed an
improved windowing technique to overcome thg eff.ects
of window bias for HRV power spectrum estimation.
Further, they studied the effects of aging on b!ood
pressure and heart rate variations in he'althy subjects
using time and frequency domain analysis [13]. Mat?o
et al. [39] applied the IPFM model for HRV analysis.
Most of the FFT based or AR based methods of spectral
estimation requires a re-sampled RR-interval series.
But this re-sampling operation induces a distortion in
the spectral estimates. Clifford and Tarassenko [40]
quantified the errors in spectral estimates of HRV due
to beat replacement and re-sampling. Shin ef al. [41]
and Moody [42] used Lomb transform for the direct
power spectral estimation of unevenly sampled cardiac

event series. In this method [43]-[46] there is no need

of re-sampling the RR-interval series before spectral
estimation thus all the drawbacks which are associated
with the re-sampling operation are removed in this
method. Thong and others [47] developed a Lomb-
Welch periodogram for non-uniform sampling and the

same group [48] studied the effect of Nicotine on HRV
using Lomb-Welch periodogram,

Signal processing offers a wide spectrum of
theories, methods and algorithms for addressing a
variety of problems ranging from noise reduction,
delineation of events, spatiotemporal dynamics
estimation. Algorithmic results are discussed to show
not only the potential performance but also the limitations
of the processing resources at our disposal.

2. Origin of HRV

The HRV is originated based upon the interaction
between SMP and PSMp branches of autonomic
nervous system (ANS). SMp stimulation, occurring in
response to stress, exercise and heart disease, causes
an increase in HR by increasing the firing rate of
sino-atrial node. PSMP activity, primarily resulting from
the function of internal organs, trauma, allergic reactions
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and the inhalation of irritants, decreases the firing rate
of packmaker cells and the HR, providing a regulatory
balance in physiological autonomic function [9]. The
separate rhythmic contributions from SMP and PSMP
autonomic activity modulate the RR-interval series
derived from the electrocardiogram (ECQG), at distinct
frequencies. SMP activity is associated with the low
freque.ncy range (0.04-0.15 Hz) while PSMP activity is
associated with the higher frequency range
(0.15-0.4 Hz) of modulation frequencies of the HR.

3. HRV Modulators

3.1 Respiration

The variation of heart rate (HR) with respiration
often known as sinus arrhythmia is primarily mediated
by the vagal innervations of the heart. This phenomenon
has been studied extensively, and although it is not fully
understood, its physiological determinants have been
unveiled [49]-[50]. The HR gets accelerated during
inspiration and slows down during expiration. These
variations in the HR with respiration can be mediated
using the slow-deep breathing test [S1].

3.2 Exércise

The exercise training increases the HR and this
effect can only be of vagal origin. Further, the
meta-boreceptors within the muscle also get stimulated
and contribute to an afferent_input, which further
increase HR. Many other mechanisms are also involved
in increasing the HR with exercise, including reflexes
from lung inflation and possible inhibition of the
baroreflex [51]. '

3.3 Reflexes

The stimulus response sequences like the
thermoregulatory systems, homeostatic control systems
etc., are known as reflexes. Although in some reflexes,
we are aware of the stimulus and/or the response, many
reflexes regulating the internal environment occur
without any conscious awareness [52]. Many reflexes
in the cardiovascular and central nervous systems
simultaneously stimulate the vagal and SMP centers.

The overall autonomic function is controlled by a
central command from the brain. The ANS operates as
a feedback system, and many reflexes regulate HR,

which may increase and/or decrease the SMP ‘6r PSMP™

activity [51]. All circulatory reflexes interact in a complex
way and it may, thus, be difficult to differentiate between
‘the actions of dif_ferent control systems [51].

3.4 Myocardial Infarction

Acute myocardial infarction (MI) patients have
reduction in PSMP cardiac control [S3]. The increase
in SMP activity decreases the fibrillation threshold and
predisposes to ventricular fibrillation (VF), whereas an
increase in vagal activity increases the threshold and
appears to have a protective effect against life threatening
arrhythmias [54]-[55]. The degree of respiratory sinus
arrhythmia shows a linear relation with PSMP cardiac
control [56] and thus can be used as a prognostic tool
in patients, who have had a MI. It was shown that, the
HRV decreases with the recent MI [57].

3.5 Nervous System

Disorders of the central and peripheral nervous
system have effects on HRV. The vagally and
sympathetically mediated fluctuations in HR may be
independently affected by some disorders. All normal
cyclic changes in HR are reduced in the presence of
severe brain damage [58] and depression [57]. The
significance of HRV analysis in psychiatric disorders
arises from the fact that one can easily detect a
sympatho-vagal imbalance, if it exists in such
pathologies. It is proved that, in physically healthy
depressed adults the HRV does not vary from healthy
subjects [59].

3.6 Cardiac Arrhythmia

A complex system like cardiovascular system

cannot be linear in nature and by considering it as a
nonlinear system, can lead to better understanding of
the system dynamics. Recent studies have also stressed
the importance of nonlinear techniques to study HRV in
issues related to both health and disease. The progress
made in the field using measures of chaos has attracted
the scientific community to apply these tools in studying
physiological systems, and HRV is no exception.
There have been several methods of estimating invariants
from nonlinear dynamical systems being reported in the
literature. Recently, Fell es al. [60] have tried the
nonlinear analysis of ECG and HRV signals, respectively.
Owis et al. [61] have used nonlinear dynamical modeling
in ECG arrhythmia detection and classification. Acharya
et al. [62] have classified the HRV signals using
nonlinear téchniques, and artificial intelligence into
different groups. Dingfie et al. [63] have classified
cardiac arrhythmia into six classes using autoregressive
(AR) modeling. '
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3.7 Diabetes

The decreased
breathing in diabet;
Wheeler and Watkin
autonomic function
in diabetic patients w
was lowered [65]. 1t
autonomic activity
before clinical g
evident [9], [146].

beat-to-beat variability during deep
¢ neuropathy was first reported by
s [64]. In studies comparing cardiac
tests and HRV indices, show that,
ithout abnormal function tests, HRYV
Was concluded that cardiac (PSMP)
was diminished in diabetic patients
ymptoms of neuropathy become

3.8 Renal Failure

corresponding values in the healthy subjects.

3.9 Gender and Agé N

It is proved that, the HRV depends on the age and
sex also. The HRV was more in the physically active
young and old women [71]. The HRV for healthy
subjects was studied by Bonnemeir et al. [72] and found
that the HRV decreases with age and variation is more

in the case of female than men. Previous studies have

assessed gender and. age-related differences in time
domain, frequency domain and nonlinear indices of
HRV [73]. There also seemed to be a significant
difference between day and night hours when studying
HRV using time and frequency domain methods [73].
The amount of HRY is also influenced by. physiologic
and maturational factors. Maturation of the SMP and
vagal divisions of the ANS results in an increase inHRV
with gestational age and during early postnatal life [74].

ses with age [62]. This decline starts in
childhood [75]. Infants have a high SMP activity that
decreases quickly between ages 5 and 10 years [76].
The influence of provocation on HRV is more pronounced
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" analysis, Smoking reduces

at younger ages [75]. In adults, an attenuation of
rspiratory sinus arrhythmia with advancing age usually
predominates [77]. It was shown that compared to men,
women are at lower risk of coronary heart disese [78].
Time-domain studies have clearly shown that HRV
decreases with increasing age, the decline being generally
attributed to age-related reduction in PSMP activity [79].
SMP activity also declines with age, but at a slower
rate [11]. Singh ef al. [13] studied the aging effect on
time and frequency domain HRY.

3.10 Drugs

HRV can be significantly influenced by various
groups of drugs. The influence of medication should
be considered, while interpreting HRV. On the other
hand, HRV can be used to quantify the effects of certain
drugs on the ANS. The effects of beta-blockers and
calcium channel blockers on the HRYV have been studied
in post infarction and hypertensive patients [80],[81].
With spectral analysis, it is possible to unravel the SMP
and PSMP activities of these drugs and thus explain

“thier protective effects in cardiac diseases. Guzzetti
et al. [82] studied the effect of atenolol in patients with
essential hypertension. They found not only an increase
in HF fluctuations, but also a decrease in the

" Sympathetically mediated LF oscillations.

3.1 Smoking

Studies have. shown that smokers have increased
SMP and reduced vagal activity as measured by HRV
the HRV. One of the
mechanisms by which " smoking impairs the
.cardiovascular function is its effect on ANS

control [83],[84]_' Altered cardiac autonomic function,
assessed by decrements in HRYV.

, is associated with acute
eXposure to environmental tobaccq smoke (ETS) and

autonomic control of the hea

with adverse event attributed
smoking [9], [11].

3.12 Alcohol

HRV reduces with the acute j
suggesting SMP activation and/or
Malpas et al. [87] have demonstrate
in men with chronic alcohol depen
HRYV analysis. ECG indices of vaga

ngestion of alcohol,
PSMP withdrawal.
d vagal neuropathy
dence using 24 hrs
L activity have been
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reported to have significantly lowei' indices of cardiac

vagal nerve activity than normal volunteers, in acute
alcoholic subjects [87], [88].

4. Signal Acquisition

The ECG is the most appropriate signal to study
short-term and long-term HRV because it offers the most
accurate representation of the electrical events of cardiac
system. In particular, the QRS complex of the ECG
sharply' defines the onset of ventricular electrical
depolarization. It is closest to the time occurrence of
pacemaker potentials, which in turn are modulated by
the. autonomic outflow. The simplicity and
noninvasiveness in ECG recording have been exploited
to study HRV in a wide variety of species, from fish
and reptiles to mammals [7], [89], [90], [91].

Depending on the specific indication for analysis
of HRYV, either long-term (24-hour) or short-term
(5-minute) recordings are made. HRV increases with
increased periods of observation, and it is important to
distinguish ranges on the basis of duration of recording.
The Task Force of the European Society of Cardiology
(ESC) and the North American Society of Pacing and

.Electrophysiology (NASPE)[1] provided frequency

ranges for each parameter of HRV obtained during short-
and long-term recordings. Frequency domain methods

- are preferable for short-term recordings. Recording

-should last at least ten times the duration of the

wavelength of the lowest frequency under investigation.

For example, recordings should be approximately

i~n_1inute for short-term evaluation of the HF and = --

2-minutes for evaluation of LF. The authors of the ESC/

"NASPE Task Force recommend standardization at

5-minute recordings for short-term analysis of HRV [1].
5. Ectopic Beats in HRV

Ambulatory ECG recording is exposed to many
physiological and technical disturbances. Technical
artifacts may result from poorly fastened electrodes or
be motion artifacts during ambulatory recording. Ectopic
beats, arterial fibrillation and ventricular tachycardia are
examples of physiological artifacts in ECG recording.
Ectopic beats are generated by additional electrical
‘impulses imposed by local pacemakers. E¢topic beats
(in terms of timing) are defined as those which have
intervals less than or equal to 80% of the previous sinus
cycle length [40], [92]. The decision whether an ectopic
beat should be corrected or not usually forms the most
difficult step in the artifact removal. In computerized
artifact detection, relatively simple artifact detection

criteria supported by additional visual verifications are
still being used [93]. In literature, the effect of different
ectopic editing methods on HRV parameters have been
studied [49], [93]-[97].

6. Quantification of HRV

The concept, trends and the methods of
developments of HRV signal processing can be traced
over the past three decades. Such an examination sheds
light on the respective influences of medical (clinical)
and signal processing concerns and on the ways the
problems were stated and addressed. Our aim in this
part of work is: i) to investigate traditional HRV
measures and to identify where difficulties still lie, ii) to
point out the advancements made and iii) to explore
new and innovative approaches for the quantification
of HRV signals.

6.1 Linear Techniques
6.1.1 Time-domain measures

HR fluctuations were quantified by number of
methods. Perhaps the simplest to perform are the time
domain measures. These measures of HRV are based
on either statistical or geometrical analysis of the iR o
RR intervals between successive normal-normal QRS

. complexes [98]. With these methods HR at any point in

time or between successive normal complexes can be

_estimated.

The following statistical indices are recommended
by the Task Force of the Europe;in Society of Cardiology
and North American Society of Pacing
Electrophysiology [1]: i) SDNN, ii) SDANN, iii)
RMSSD, iv) SDNN, v) SDSD, vi) NN50 count, vii)
NNS50%. Another time domain measure of HRV is the
triangular index; a geometric measure obtained by
dividing the total number of all NN intervals by the height
of histogram of all NN intervals on a discrete scale with

‘bins of 7.8125 ms [99]

6.1.2 Frequency-domain measures

The time domain measures will convey the
information about the overall variability in time series
or the maximum amplitude of variability but not contain
any information about the periodic fluctuations of the
HR. Frequency domain analysis provides information
of how power distributes as-a function of frequency.
As ‘per the recommendations of Task Force [1] the
power spectrum of a healthy subject can usually be
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divided into four major frequency bands. The range of
the spectral components usually used is: HF component
0.15-0.4 Hz, LF component 0.04-0.15 Hz, VLF
component 0.003-0.04 Hz, and ULF component <0.003
Hz. The total power in autonomic band from 0-0.5 Hz
is represented by the total area under the power spectral
curve, and the power of individual frequency bands are
represented by the area under the proportion of the curve
related to each band. The ratio between the LF and HF
components (LF/HF ratio) has been found to reflect

the Ssympatho-vagal balance of the HR
fluctuation [100],[101].

FFT and AR methods of spectral estimation

The two most co
domain HRV meftric estj

mmon methods for frequency-
mation are auto-regressive (AR)
d Fourier techniques [29],[33].

provide comparable results. The FFT spectra
are characterized by discrete peaks for several
frequency components. However, FFT requires strict
periodicity of the data and a priori selection of the number
and frequency range of the oscillatory components. The
advantages of the FFT method are the simplicity of the
algorithm and high processing speed. On the other sidé
the AR method yields smoother spectral components
~ which can be distinguished independently of pre-selected
frequency bands and provides an accurate estimation
of PSD even on a small number of samples on which
the signal is supposed to maintain stationarity. When
he analysis is focused on broadband powers, the AR
method suitably describes the spectrum only if an
appropriately high model order is used; which is
empirically selected on the basis of the investigator’s .
expertise or by comparing the AR power spectra with
that computed from other techniques. The basic
disadvantage of AR method is the need to verify the -
suitability of the chosen model and its complexity.
Changing the model-order across different physiological
conditions and/or patients may introduce a new variable
into the computation of power spectrum. A fixed model-
order has been proposed as a practical rule for AR
spectral estimation [28], [33], [102]. In clinical
applications the AR method is criticized on the ground
that in using the same model order for all the subjects
irrespective of their autonomic behavior [103]. Under
this condition the FFT based methods are widely used
for their easy applicability, computational speed and
direct interpretation of results is more preferable.

The regular PSD estimators implicitly assume
equidistant sampling and, thus, the RR-interval series
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should be converted to equidistantly sampled series by
some suitable interpolation method prior to PSD
estimation using either FFT or AR method. If the power
spectrum is computed from the irregularly time-sampled
signal, implicitly assuming it to be evenly sampled,
additional harmonic components are generatd in the
spectrum. Thus, to avoid spectral distortions,
RR-interval series were transformed into evenly sampled
signals using interpolation.

Lomb transform method of spectral estimation

The instantaneous HR time series used as the bases -

of spectral analyses are sampled at intrinsically irregular
intervals. As it was seen in the previous section to apply
FFT or AR techniques to HR time series requires that
the series be re-sampled at uniform intervals [46]. This
has been achieved by re-sampling the RR-interval time -
series [12],[104]. But the re-sampling process induces
a distortion in the spectral estimates of even a
noise-free time series due to the low-pass filtering
effect. If the time series contains inappropriate or
missing samples (as, for example, in HR time series
with ectopic beats or noise), the re-sampling is further
complicated by the need to infer probable values as
replacements, with the likelihood of further alteration
of frequency content [46].

Lomb transform (LT) was proposed for PSD
estimation of raw RR-interval series without any
re-sampling. Laguna ef al. [41] found that the Lomb
method for estimating the PSD of unevenly sampled
signals produces a bettes estimate of the PSD of an RR
tachogram than re-sampling and using a conventional
FFT.  Lomb-Scargle transform  has been
proposed [41],[44] for HRV studies, thus entirely
avoided the problems associated with re-sampling and
sample replacement. .

The Lomb normalized transform (spectral power
as a function of angular frequency o = 2 7f > 0) is
defined using equation (1):

1 [Zj (- 1) coso (t; - 012
202 )Zj cos2 m(!j -1)
[ 2 (b - h) sino @ - 012
%, sin? (;-7)

Py (o) =
(1

where % and 62 are the mean and variance of the
series A, and T is a frequency dependent time delay,
deﬁnedJ to make the transform insensitive to time

shift [43] and is computed using equation (2).
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)Ij cos2 ol

This method has one drawback in terms of iits large
computational complexity that reduces the speed of the
algorithm. This reduction in speed further puts a
restriction in terms of length of the record to estimate.
Thus based upon this limitation a fast Lomb transform
(FLT) [43] has been proposed for HRV studies [105].
With FLT a significant increase in the speed is attained
and this increase in speed also removes a restriction in
terms of length of record to be estimated, i.e. with FLT
method one can analyze 106 input data points. But the
FLT method induces an amplitude distortion in the
spectral estimates; this restricts to use this method in
HRYV studies. Thus, an average Lomb transform (ALT)
Was proposed for accurate assessment of RR interval

series. The ALT of a non-uniformly sampled real-valued

data sequence {x(t,)} of length N is defined [47],[48]
using equation (3).

N
1 [LEG A, -x) cos 2 o/ 1, - D)
P, (D)= " = —+

N
T ;;052 A (t,-1)
e

N
[Z G (1) -x) sin 2 2f (1, - PP

N
£ sin? 24/ (t,, - 1))
n=1

3)

Since this method is used for handling the long
non-uniformly sampled RR-interval records, so for
averaging the long record is segmented into three
overlapped segments of same time duration. Finally,
power averaging transform of these overlapped
windowed segments is obtained. Thus in terms of
spectral smoothness, resolution and accuracy.of spectral

estimates, the ALT method of spectral estimation for

non-uniformly sampled data gives superior performance
in comparison to its other two variants (LT and FLT) in
.HRYV studies.’ :

7. Baroreflex Sensitivity

Baroreflex sensitivity (BRS) assesses autonomic
reflex integrity. It is an index of reflex vagal activity.
Arterial baroreceptors play a central role in céntrolling
short-term blood pressure responses to the continuous
perturbations produced by various stimuli by setting
reflex change in HR. The change in HR in response to
change in blood pressure (BP) provides valuable
information about BRS in healthy subjects as well as in
diseased conditions.[106]. In literature there are variety
of methods have been used for the evaluation of BRS

MR International Journal of Engineering and Technology,
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like i) Phenylephrine method [106], [107] ii)
Spontaneous method [108]-[112] iii) Sequence
method [108], [208] iv) Spectral method [108],[112]-
[115].

8. Future Challenges

There is a family of possible risk factors now
known for cardiovascular disease and the role of age,
gender, diabetes, smoking, hypertension and cholesterol
has been established. The assessment of heart health
needs to incorporate the heart rate turbulence, erratic
rhythm, and other measures of HRV for effective
diagnostic procedures. The general complexity of the
human physiology has imposed several limitations giving
rise to large inter-subject variability and disposes the
signal to the measurement artifacts and noise. Moreover,
in the last decades, much attention was dedicated to
linear methods, but the complex origin of the signal
makes these traditional linear analysis approaches often
inadequate and limited. Due to this reasons there is an
urgent need to identify where the problem still lie, to
point out the advance made, and to propose new
innovative approaches for deciphering the hidden
dynamics of HRYV signals. In the next extension of this
paper, we will consider the time-frequency domain
techniques for signal processing of HRV. The nonlinear
techniques will be reviewed within a unified conceptual
framework.

9. Conclusion

"HRYV, the changes in the beat-to-beat HR calculated
from the electrocardiogiam, is a key indicator of an
individual’s -cardiovascular condition. Assessment of
HRV has been shown to aid clinical diagnosis and
intervention strategies. This paper has been devoted to
signal processing as applied to HRV signals. In this study
some trends in HRV signal processing methods and
research in progress along with the critical issues like
editing of ectopic beats and BRS have been sketched.
However the another challenge will be to deal with the
changes in signal features brought about by the
movement of external actions in controlled and
ambulatory situations. The potential for further
breakthroughs in HRV signal processing methods are
examined in Part-1I, which follows.
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